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Abstract Recently, online full text of bioscience journal ar-

ticles has become ubiquitous, eliminating one bar-
rier. The intellectual property restriction is under
attack, and we are optimistic that it will be nearly
entirely diffused in a few years. In the meantime,
the PubMedCentral Open Access collection of jour-
nals provides an unrestricted resource for scientists
to experiment with for providing full text search.

Full text availability requires a re-thinking of how
search should be done on bioscience journal arti-
cles. One opportunity is to do information extrac-
tion (text mining) to extract facts and relations from
the body of the text, as well as from the title and
abstract as done by much of the early text mining
work. (The Biocreative competition includes tasks
that allow for extraction within full text (Yeh et al.,

1 Introduction 2003; Hirschman et al., 2005).) The results of text

For at least two decades, the standard way to seargXiraction can then be exposed in search interfaces,

for bioscience journal articles has been to use tHf&S done in systems like iHOP (Hoffmann and Va-
National Library of Medicine’s PubMed system tol€Ncia, 2004) and ChiliBot (Chen and Sharp, 2004)

search the MEDLINE collection of journal articles. (@lthough both of these search only over abstracts).

PubMed has innovated search in many ways, but to Another issue is how to adjust search ranking al-
date search in PubMed is restricted to the title, aorithms when using full text journal articles. For
stract, and several kinds of metadata about the do@xample, there is evidence that ranking algorithms
ument, including authors, Medical Subject Headinghould consider which section of an article the query
(MeSH) labels, publication year, and so on. terms are found in, and assign different weights to
On the Web, searching within the full text of doc-different sections for different query types (Shah et
uments has been standard for more than a decadé; 2003), as seen in the TREC 2006 Genomics
and much progress has been made on how to déack (Hersh etal., 2006).
this well. However, until recently, full text search Recently Google Scholar has provided search
of bioscience journal articles was not possible due

to two major constraints: (1) the full text was not The license terms for use for BioMed Central can be
. . . . . _found at: http://www.biomedcentral.com/info/authors/license
widely available online, and (2) publishers reStrICLlnd the license for PubMedCentral can be found at:

researchers from downloading these articles in bulkitp://www.pubmedcentral.gov/about/opentftlist.ntml

This paper presents the results of a pilot us-
ability study of a novel approach to search
user interfaces for bioscience journal arti-
cles. The main idea is to support search over
figure captions explicitly, and show the cor-
responding figures directly within the search
results. Participants in a pilot study ex-
pressed surprise at the idea, noting that they
had never thought of search in this way.
They also reported strong positive reactions
to the idea: 7 out of 8 said they would use a
search system with this kind of feature, sug-
gesting that this is a promising idea for jour-
nal article search.



over the full text of journal articles from a wide photograph corresponded to which name in the cap-
range of fields, but with no special consideratiorion. Shatkay et al. (2006) combined information
for the needs of bioscience researcher&oogle from images as well as captions to enhance a text
Scholar’s distinguishing characteristic is its abilitycategorization algorithm.
to show the number of papers that cite a given arti- Cohen, Murphy, et al. have explored several dif-
cle, and rank papers by this citation count. We beferent aspects of biological text caption analysis. In
lieve this is an excellent starting point for full textone piece of work (Cohen et al., 2003) they devised
search, and any future journal article search systeamd tested algorithms for parsing the structure of im-
should use citation count as a metric. Unfortunatelygge captions, which are often quite complex, espe-
citation count requires access to the entire collectiotially when referring to a figure that has multiple
of articles; something that is currently only avail-images within it. In another effort, they developed
able to a search system that has entered into caiwols to extract information relating to subcellular
tracts with all of the journal publishers. localization by automatically analyzing fluorescence

In this article, we focus on another new opportumicroscope images of cells (Murphy et al., 2003).
nity: the ability to search over figure captions andrhey later developed methods to extract facts from
display the associated figures. This idea is baselle captions referring to these images (Cohen et al.,
on the observation, noted by our own group as weR003).
as many others, that when reading bioscience arti- Liu et al. (2004) collected a set of figures and
cles, researchers tend to start by looking at the titleJassified them according to whether or not they de-
abstract, figures, and captions. Figure captions caicted schematic representations of protein interac-
be especially useful for locating information aboutions. They then allowed users to search for a gene
experimental results. A prominent example of thimame within the figure caption, returning only those
was seen in the 2002 KDD competition, the goaligures that fit within the one class (protein interac-
of which was to find articles that contained expertion schematics) and contained the gene name.
imental evidence for gene products, where the top- Yu et al. (2006) created a bioscience image tax-
performing team focused its analysis on the figurenomy (consisting otGel-Image, Graph, Image-of-
captions (Yeh et al., 2003). Thing, Mix, Model, and Table) and used Support

In the Biotext project, we are exploring how toVector Machines to classify the figures, using prop-
incorporate figures and captions into journal articlerties of both the textual captions and the images.
search explicitly, as part of a larger effort to provide ] o )
high-quality article search interfaces. This paper re¢-2 Figures in Bioscience Article Search
ports on the results of a pilot study of the captiorSome bioscience journal publishers provide a ser-
search idea. Participants found the idea novel, stinvice called “SummaryPlus” that allows for display
ulating, and most expressed a desire to use a seamdtiigures and captions in the description of a partic-
interface that supports caption search and figure digtar article, but the interface does not apply to search

play3 results listings
A medical image retrieval and image annotation
2 Related Work task have been part of the ImageCLEF competition

since 2005 (Muller et al., 2006).The datasets for
this competition are clinical images, and the task is
Several research projects have examined the autg-retrieve images relevant to a query such as “Show
mated analysis of text from captions. Srihari (1991hlood smears that include polymorphonuclear neu-
1995) did early work on Ii_nking -information be-_ “Recently a commercial offering by a company called CSA
tween photographs and their captions, to determmﬁiUStrata Ways brought to our atten?ior{ it clainp15 t>(l) use figures

for example, which person’s face in a newspapeind tables in search in some manner, but detailed information is
- not freely available.
2http://scholar.google.com SCLEF stands for Cross-language Evaluation Forum; it orig-
%The current version of the interface can be seen dhally evaluated multi-lingual information retrieval, but has
http://biosearch.berkeley.edu since broadened its mission.

2.1 Automated Caption Analysis



trophils.” Thus, the emphasis is on identifying theand at different scales, in order to be able to present
content of the images themselves. thumbnails quickly. The Lucene search en§iie

Yu and Lee (2006) hypothesized that the inforused to index, retrieve, and rank the text (default sta-
mation found in the figures of a bioscience articldistical ranking). The interface is web-based and is
are summarized by sentences from that article’s abmplemented in Python and PHP. Logs and other in-
stract. They succeeded in having 119 scientists maftarmation are stored and queried using MySQL.
up the abstract of one of their own articles, indicat- Figure 1a shows the results of searching over the
ing which sentence corresponded to each figure gaption text in the Caption Figure view. Figure
the article. They then developed algorithms to linklb shows the same search in the Caption Figure
sentences from the abstract to the figure caption cowith additional Thumbnails (CFT) view. Figure 2a-
tent. They also developed and assessed a user infershows two examples of the Grid view, in which
face called BioEx that makes use of this linking inthe query terms are searched for in the captions, and
formation. The interface shows a set of very smalhe resulting figures are shown in a grid, along with
image thumbnails beneath each abstract. When theetadata informatioh.The Grid view may be espe-
searcher’s mouse hovers over the thumbnail, the catially useful for seeing commonalities among topics,
responding sentence from the abstract is highlightestich as all the phylogenetic trees that include a given
dynamically. gene, or seeing all images of embryo development of

To evaluate BioEx, Yu and Lee (2006) sent a que$OMe species.
tionnaire to the 119 biologists who had done the The next section describes the study participants’
hand-labeling linking abstract sentences to imagekgaction to these designs.
asking them to assess three different article displa . -
designs. The first design looked like the PubMe Pilot Usability Study
abstract view. The second augmented the first vielthe design of search user interfaces is difficult; the
with very small thumbnails of figures extracted fromevidence suggests that most searchers are reluctant
the article. The third was the second view augto switch away from something that is familiar. A
mented with color highlighting of the abstract’s sensearch interface needs to offer something qualita-
tences. It is unclear if the biologists were asked ttively better than what is currently available in order
do searches over a collection or were just shownta be acceptable to a large user base (Hearst, 2006).
sample of each view and asked to rate it. 35% of the Because text search requires the display of text,
biologists responded to the survey, and of these, 36sults listings can quickly obtain an undesirably
out of 41 (88%) preferred the linked abstract viewcluttered look, and so careful attention to detail is
over the other views. (It should be noted that theequired in the elements of layout and graphic de-
effort invested in annotating the abstracts may hawgn. Small details that users find objectionable can
affected the scientists’ view of the design.) render an interface objectionable, or too difficult to

It is not clear, however, whether biologists woulduse. Thus, when introducing a new search interface
prefer to see the caption text itself rather than thislea, great care must be taken to get the details right.
associated information from the abstract. The syghe practice of user-centered design teaches how to
tem described did not allow for searching over texachieve this goal: first prototype, then test the results
corresponding to the figure caption. The system alswith potential users, then refine the design based on
did not focus on how to design a full text and captiortheir responses, and repeat (Hix and Hartson, 1993,

search system in general. Shneiderman and Plaisant, 2004).
Before embarking on a major usability study to
3 Interface Design and Implementation determine if a new search interface idea is a good

one, it is advantageous to run a series of pilot stud-

The Biotext search engine indexes all Open Accesgs to determine which aspects of the design work,
articles available at PubMedCentral. This collection—;
http://lucene.apache.org

consists of more than 150_j0umals' 20,000 articles rpege screenshots represent the system as it was evaluated.
and 80,000 figures. The figures are stored locallyhe design has subsequently evolved and changed.
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Figure 1: Search results on a queryzebrafishover the captions within the articles with (a) CF view, and

(b) CFT view. The thumbnail is shown to the left of a blue box containing the bibliographic information
above a yellow box containing the caption text. The full-size view of the figure can be overlaid over the
current page or in a new browser window. In (b) the first few figures are shown as mini-thumbnails in a row
below the caption text with a link to view all the figures and captions.
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status sex litsearch area(s) of specialization Useful Non-Cluttered
undergrad monthly  organic chemistry : ;

graduate weekly genetics / molecular bio. 5 I I I I I I I 3 I I I I I I I I
other rarely medical diagnostics 1 1

12 3 4 5 6 7 8 1 2 3 45 6 7 8

F

F

F

postdoc M weekly neurobiology, evolution
graduate F  daily evolutionary bio., entomology Easy to browse Interesting
undergrad F  weekly molecular bio., biochemistry s

undergrad F  monthly  cell developmental bio. 3

postdoc M daily molecular / developmental bi 2 3 a5 e 7 sl 123 456 7 s

m\lm(ﬂbQ)l\JHa

o

njoyable Non-Overwhelming

7
LAl
3

il I:1

1 2 3 456 7 8 1 2 3 456 7 8

Table 1. Participant Demographics. Participant 3 is
an unemployed former lab worker.

s W ou oNm

which do not, make adjustments, and test SOM&gyre 3: Likert scores on the CF view. X-axis:
more. Once the design has stabilized and is resarticipant ID, y-axis: Likert scores: 1 = strongly
ceiving nearly uniform positive feedback from p”Otdisagree, 7 = strongly agree. (Scale reversed for

study participants, then a formal study can be rURuestionnaire-posedutteredandoverwhelming
that compares the novel idea to the state-of-the-art,

and evaluates hypotheses about which features work
well for which kinds of tasks. queries for about 10 minutes, and then filled out a
The primary goal of this pilot study was to deter-questionnaire describing their reaction to that de-
mine if biological researchers would find the idea ofign. After viewing all of the designs, they filled
caption search and figure display to be useful or nout @ post-study questionnaire where they indicated
The secondary goal was to determine, should capthether or not they would like to use any of the
tion search and figure display be useful, how bestesigns in their work, and compared the design to
to support these features in the interface. We waftubMed-type search.
to retain those aspects of search interfaces that areAlong with these standardized questions, we had
both familiar and useful, and to introduce new eleopen discussions with participants about their reac-
ments in such a way as to further enhance the searé@ns to each view in terms of design and content.

experience without degrading it. Throughout the study, we asked participants to as-
sume that the new designs would eventually search
4.1 Method over the entire contents of PubMed and not just the

W ited particinants wh Ki Open Access collection.
€ recrurted participants who work in our campus:\ye spowed all 8 participants the Caption with

main biology buildings to participate in the study.Figure (CF) view (see Figure 1a), and Caption with

None of the participants were known to us in ac.iT:igure and additional Thumbnails (CFT) (see Figure

vance. To help avoid positive bias, we told partlc:l—lb)’ as we didn't know if participants would want to

pants that we were evaluating a search system, bsuete additional figures from the caption’s pap&vie

did not r_nentlon that our group was t_he one Who%ld not show the first few participants the Grid view,
was designing the system. The participants all ha;

; A : .as we did not know how the figure/caption search
strong interests in biosciences; their demographics , .
) Would be received, and were worried about over-
are shown in Table 1. . - . . .
o , , ) whelming participants with new ideas. (Usability
Each participant's session lasted approximately,,qy narticipants can become frustrated if exposed
one hour. First, they were told the purpose of thg, 155 many options that they find distasteful or con-

study, and then filled out an informed consent form, i ) ecause the figure search did receive pos-
and a background questionnaire. Next, they used the
search interfaces (the order of presentation was var- 8we also experimented with showing full text search to the

|ed) Before the use of each search interface, V\fést five participants, but as that view was problematic, we dis-
continued it and substituted a title/abstract search for the re-

explained the idea pehind the design. The p?‘rticl’haining three participants. These are not the focus of this study
pant then used the interface to search on their owamd are not discussed further here.



itive reactions from 3 of the first 4 participants, wefar as to open up Google Image search and compare
decided to show the Grid view to the next 4. the results directly, finding the caption search to be
preferable.

4.2 Results All participants favored the ability to browse all

The idea of caption search and figure display waligures from a paper once they find the abstract or

very positively perceived by all but one participantone of the figures relevant to their query. Two partic-

7 out of 8 said they would want to use either CHpants commented that if they were looking for gen-

or CFT in their bioscience journal article searchessral concepts, abstract search would be more suit-

Figure 3 shows Likert scores for CF view. able but for a specific method, caption view would
The one participant (number 2) who did not likebe better.

CF nor CFT thought that the captions/figures would

not be useful for their tasks, and preferred seein§:3 Suggestions for Redesign

the a_lrticles’ abstracts. Many participants noted tha, participants found the design of the new views
caption search would be better for some tasks thag pe simple and clear. They told us that they gen-
others, where a more standard title & abstract or fulléra”y want information displayed in a simple man-
text search would be preferable. Some participaniyy with as few clicks needed as possible, and with
said that different views serve different roles, ands e\ distracting links as possible. Only a few ad-
they would use more than one view depending Ojtional types of information were suggested from
the goal of their search. Several suggested combiggme participants: display, or show links to, related
ing abstract and figure captions in the search and/ghpers and provide a link to the full text PDF directly

the display. (Because this could lead to search r; the search results, as opposed to having to access
sults that require a lot of scrolling, it would probablyihe naper via PubMed.

be best to use modern Web interface technologies Participants also made clear that they would of-

to dynamically expand long abstracts and captionsd, \yant to start from search results based on title

When asked for their preference versus PubMed, 2,4 apstract, and then move to figures and captions,

out of 8 rated at least one of the figure searcheg, | from there to the full article, unless they are do-

above PubMed's interface. (In some cases this mayy fiy re search explicitly. In that case, they want

be due to apreference for the layout in ogrde5|gn a5 start with CF or Grid view, depending on how

opposed to entirely a preference for caption searchy), o1, information they want about the figure at first
Two of the participants preferred CFT to CF; theglance.

rESt thﬁuﬂht CFT wa:: tt?_o busy. E be_camel clear They also wished to have the ability to sort the re-
through the course of this study that it would bey s 210ng different criteria, including year of pub-

best to show all the thumbnails that correspond to I%ation, alphabetically by either journal or author

given article as the result of a full-text or abstract-name, and by relevance ranking. This result has

text search interface, and to show only the figurg.. seen in studies of other kinds of search inter-
that cor.respc.)nds to _the cap.tlon in the cap_tmn §ea”f§ces as well (Reiterer et al., 2005; Dumais et al.,
view, with a link to view all figures from this article 2003). We have also received several requests for ta-

in a new page_. ] o ) ble caption search along with figure caption search.
All four participants who saw the Grid view liked

it, but noted that the metadata shown was insuff  conclusions and Future Work

cient; if it were changed to include title and other

bibliographic data, 2 of the 4 who saw Grid said theyThe results of this pilot study suggest that caption
would prefer that view over the CF view. Severakearch and figure display is a very promising direc-
participants commented that they have used Googlien for bioscience journal article search, especially
Images to search for images but they rarely find whattaired with title/abstract search and potentially with
they are looking for. They reacted very positivelyother forms of full-text search. A much larger-scale
to the idea of a Google Image-type system speciastudy must be performed to firmly establish this re-
ized to biomedical images. One participant went seult, but this pilot study provides insight about how



to design a search interface that will be positively rew. Hersh, A. Cohen, P. Roberts, and Rekapalli H. K. 2006.

ceived in such a study. Our results also suggest that TREC 2006 genomics track overviewThe Fifteenth Text

. Retrieval Conference
web search systems like Google Scholar and Google

|mages Could be improved by Showing images frorh. Hirsch_man, A._ Yeh, C. Blasc_:hke, and A. Valencia. 2005.
. . . . Overview of BioCreAtlvE: critical assessment of informa-
the articles along lines of specialization.

A ) tion extraction for biologyBMC Bioinformatics6:1.
The Grid view should be able to show images

. . . D. Hix and H.R. Hartson. 1993Developing user interfaces:
grouped by category type that is of interest to biolo- ensuring usability through product & procesgohn Wiley

gists, such as heat maps and phylogenetic trees. One Sons, Inc. New York, NY, USA.

participant searched q,mncreasand V\_Ias surprlsed R. Hoffmann and A. Valencia. 2004. A gene network for navi-
when the top-ranked figure was an image of a ma- gating the literatureNature Genetics36(664).

hine. This i nderscores the n for BioNLP .
chine .S dea underscores the need ,0 0 _F. Liu, T-K. Jenssen, V. Nygaard, J. Sack, and E. Hovig. 2004.
research in the study of automated caption classifi- Figsearch: a figure legend indexing and classification sys-

cation. NLP is needed both to classify images and tem. Bioinformatics 20(16):2880-2882.
perhaps also tO. aUtom?‘tica”y det_ermine _WhiCh imFI. Muller, T. Deselaers, T. Lehmann, P. Clough, E. Kim, and
ages are most “interesting” for a given article. W. Hersh. 2006. Overview of the ImageCLEF 2006 Medical
To this end, we are in the process of building a Image Retrieval Tasks. M/orking Notes for the CLEF 2006
- ' i . : Worksho
classifier for the figure captions, in order to allow P
for grouping by type. We have devek)ped an imR-F. Murphy, M. Velliste, and G. Porreca. 2003. Robust Nu-

tation interf d liciting hel ith merical Features for Description and Classification of Sub-
age annotation interface and are soliciing nelp WIth ¢ yjar Location Patterns in Fluorescence Microscope Im-

hand-labeling from the research community, to build ages. The Journal of VLSI Signal Processing5(3):311—
a training set for an automated caption classifier. 321.

In future, we plan to integrate table captions. Rafkind, M. Lee, S.F. Chang, and H. Yu. 2006. Exploring
search, to index the text that refers to the cap- text and image features to classify images in bioscience lit-

. | ith th . d ide | erature. Proceedings of the BioNLP Workshop on Linking
tion, along with the caption, and to provide Inter- gy Language Processing and Biology at HLT-NAACL

face features that allow searchers to organize and6:73-80.
filter search results according to metadata such as Reiterer, G. Tullius, and T. M. Mann. 2005. Insyder:

year published, and topical information such as a content-based visual-information-seeking system for the
genes/proteins mentioned. We also plan to conduct Web. International Journal on Digital Libraries5(1):25—

formal interface evaluation studies, including com-

paring to PubMed-style presentations. P.K. Shah, C. Perez-lratxeta, P. Bork, and M.A. Andrade.
2003. Information extraction from full text scientific arti-
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